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Abstract

Benchmark datasets are used to show the perfor-
mance of an algorithm, e.g. its accuracy, com-
putational speed, or versatility. In the majority
of cases, benchmark datasets currently have no
external use, i.e. an improvement on the bench-
mark doesn’t directly translate to a real-world
impact. In this paper we explore why this is the
case, weigh benefits and harms and propose ways
in which benchmark datasets could make a more
direct positive impact.

1. Introduction

The primary purpose of benchmark datasets is to compare
different algorithms using different metrics such as accu-
racy, computational speed, robustness, or versatility. In the
status quo, most benchmark datasets don’t have any external
benefit, e.g. an improvement in accuracy on CIFAR100
(Krizhevsky et al., 2014) does not directly translate to an
improvement in the world. Potentially, an improvement for
image classification could then be applied to more concrete
problems but this requires further work or the improvement
might not translate.

We think that this poses an altruistic gap and that the Ma-
chine Learning community could create benchmark datasets
that fulfill their primary purpose and also improve a real-
world problem. If the benchmark for image classification,
for example, was on breast cancer classification, an increase
in accuracy would yield direct benefits to the victims of the
disease.

In recent years, there has been a quickly growing trend for
ethical issues in Artificial Intelligence (AI) and Machine
Learning (ML). These include the Fairness (e.g. Barocas
et al., 2019), Accountability (e.g. Diakopoulos, 2016) and
Transparency (e.g. Weller, 2019) of algorithms but also
problems concerning datasets and data collection processes.
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A dataset might be biased by being unbalanced, e.g. having
more data of white than black people which can lead to
unfair treatment by the algorithm. Furthermore, Tomasev
et al. (2020) coined the term Al for social good (AI4SG)
which emphasizes that Al technology should be used to
advance important societal causes.

We think that the reasons for creating fair datasets extend to
creating altruistic datasets and are aligned with the AI4SG
approach. The ML community tries to balance datasets be-
cause not doing so would imply harm to marginalized com-
munities and thus a worse world. Similarly, not choosing
more altruistic datasets for benchmarking purposes would
imply a worse world because our actions could avert harm.
The ML community wants to have a positive societal im-
pact and should thus try to optimize every step of the ML
pipeline. If there is a pressing problem and relevant data
available, the ML community should use it to have a direct
impact when new algorithms are proposed.

In the following, we want to define what we mean by ‘altru-
istic’ datasets as benchmarks, weigh the potential benefits
and harms, explore why they are rarely used in the status
quo, and discuss what could be done to change that.

2. Definition

By an altruistic benchmark, we mean a dataset that is fre-
quently used to compare different ML algorithms for which
an increase in score directly translates to a desirable social
outcome. Examples include the breast cancer classification
dataset already mentioned in the introduction, prediction of
an individual’s poverty to improve the distribution of foreign
aid (Visram, 2020), or datasets related to climate change,
pandemics global poverty.

Most datasets are somewhat altruistic in the sense that they
can be vaguely connected to progress, but they show large
differences in degree and effectiveness. The examples from
above are all on the direct end of the positive impact spec-
trum. A dataset that would benchmark an algorithm’s ability
to predict protein folding, for example, would be somewhere
in the middle, as it does not directly improve lives but can be
used in further applications to then e.g. improve drug design.
Most currently used benchmark datasets, however, are on
the indirect end of the spectrum (see Figure 1). For image
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Figure 1. Spectrum for directness of impact with subjective examples. The more direct the impact, the less steps have to be taken between

an improvement in score and a positive societal impact.

classification these would be (F-)MNIST (LeCun, 1998;
Xiao et al., 2017), CIFAR10 and CIFAR100 (Krizhevsky
et al., 2014) or ImageNet (Deng et al., 2009). For regression
tasks, these might be UCI datasets (Dua & Graff, 2017) of-
ten referred to as Boston, Wine, Concrete, kin8nm, Protein,
Year, Naval, Power, and Energy. For object detection tasks
the most commonly used benchmark is COCO (Lin et al.,
2015).

All of these yield few direct benefits and are mostly used
to compare different algorithms with each other. An im-
provement on COCO could still lead to improvements in the
object detection for self-driving vehicles and thus to fewer
traffic accidents but the distance from improvement in the
score to social benefit is large and requires additional work.

Therefore, when we say altruistic benchmarks we mean
datasets that are as close to the direct end of the impact
spectrum as possible.

2.1. Criteria

Firstly, an altruistic benchmark should aim to provide a
direct positive impact, which could, for example, be defined
by the AI4SG criteria or by decreasing the prevalence of a
disease. Optimally, the chain of logic between benchmark
performance and impact is as short as possible, i.e. the
algorithm that is used on the benchmark can directly be
applied to the real-world setting.

Secondly, it should fulfill all desiderata for a conventional
benchmark. This means it should be easily accessible, the
data should be clean and contain meta-information, and it
should state a specific benchmark purpose, e.g. it might be
intended as a simple task for classification algorithms.

3. Why are altruistic datasets not the norm?

First of all, we want to emphasize that there are datasets
with direct benefits that are sometimes used for benchmark-
ing purposes. Kaggle hosted datasets to tackle Malaria
(Jolly, 2017), Heart Disease (ronit, 2018) and COVID-19
(Allen Institute for Al, 2020; SRK, 2020). Additionally, Pu-

rushotham et al. (2017) have benchmarked Deep Learning
models on large healthcare datasets and Olson et al. (2017)
have benchmarked 13 different algorithms on 165 datasets,
many of which have direct applications in bioinformatics.

There are also some good reasons why some of the current
benchmarks exist:

» Often they have a specific purpose. In the case of image
classification MNIST is used as a very first test, i.e. if
an algorithm can’t classify MNIST sufficiently well
it’s probably a bad classification algorithm. CIFAR10
is a proxy for a slightly more complicated problem,
and CIFAR100 and ImageNet are proxies for harder
problems.

 Current benchmark datasets with respective purposes
are often very well-known. They don’t have to be ex-
plained or don’t lead to confusion and most researchers
will have a broad intuition of what good or bad perfor-
mances on these benchmarks look like without having
to read other references, thereby increasing the speed
and accuracy of the review process.

* They are often easily accessible. In most major ML
frameworks such as PyTorch (Paszke et al., 2017), Ten-
sorFlow (Abadi et al., 2015) or Keras (Chollet et al.,
2015) importing them is one line of code.

* Most of them are high-quality. No additional data
preparation is necessary and people save time.

On the other hand, there are also bad reasons for why some
datasets are currently used as benchmarks:

* A reason for the existence of current benchmarks might
simply be path dependencies. A small group of re-
searchers might have chosen a certain benchmark more
or less randomly or maybe had good reasons at a previ-
ous point in time. Other researchers wanted to compare
their new algorithms so they used the original bench-
mark and it became the de facto default.
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* This leads to coordination problems. Even when there
are good reasons to change this benchmark and evalu-
ate it on other datasets, it would be beneficial for the
entire group to switch but too costly/risky for a single
researcher since their paper might be rejected for miss-
ing a comparison that is expected in their community.

* Bad incentives for already established researchers.
When they review new work it is rational for them
to expect comparisons on the same benchmarks they
used to reduce their workload and increase their chance
of being cited, this yields a feedback loop in which es-
tablished benchmarks are used independently of their
purpose or social benefit.

It should be emphasized that all reasons that support the
status quo are not inherent to current benchmark datasets
but just a result of a long habituation process. If altruis-
tic benchmark datasets were used more frequently, their
quality (e.g. preprocessing) could be increased, their access
widened and their publicity enlarged. Furthermore, it is
likely possible to find or create altruistic datasets with spe-
cific purposes such as differing complexities or number of
data points.

4. Benefits and harms

Using more altruistic datasets has positive and negative
consequences.

Benefits include

* An improvement of the target metric. If an altruistic
dataset became a benchmark, more researchers would
apply their method to it and more algorithms or training
techniques would compete against each other. Other-
wise only a small and select group of (often multi-
disciplinary) researchers applies a small selection of
algorithms on the respective dataset and likely achieves
suboptimal results.

* A clear and measurable positive effect on many lives
through an increase in the target score. For example,
fewer people would have cancer, or poverty could be
alleviated more effectively.

Harms include

* A risk of overfitting. When a measure becomes a target,
it ceases to be a good measure. This means that a
specific choice of hyperparameters or even the entire
algorithm would learn to solve the problem given by
the available dataset but fail to generalize to new data,
e.g. to images of breast cancer that are not contained
in the training data.

* Benchmarks might be too specific. Algorithms are
often supposed to be good at general tasks such as
image classification rather than just good at solving
one particular problem. If the benchmark becomes
too specific they fail to capture how well an algorithm
generalizes and thereby lose some of its purposes.

* On a principle level, altruistic benchmarks could col-
lide with value neutrality in ML. As soon as a dataset is
labeled as altruistic, it poses a value judgment, which
removes its neutrality.

We argue that the benefits outweigh the harms. While over-
fitting is a problem it can be mitigated e.g. by increasing the
size of the validation set. Furthermore, even when trained on
an altruistic benchmark, an algorithm is likely to be vetted
before its employment in the real world.

The fact that altruistic benchmarks might be too specific
could pose a problem but this is arguably already the case
with current benchmarks, e.g. MNIST, CIFARI10, or the
UCI datasets.

We acknowledge that altruistic benchmarks remove value-
neutrality but argue that this is good. Firstly, the vast ma-
jority of people agree with value judgments such as “the
UN-development goals are good” or “disease is bad” and
thus the possibility for conflict is low. Secondly, neutrality
is not always a desirable state. If a child is being bullied and
we choose to be neutral, we effectively allow/support the
bullying. Similarly, choosing to stay neutral on a goal that
the vast majority of people deem good implies harm that
could be reduced. Thus, we are willing to reduce neutrality
to prevent harm.

The benefits, in contrast, are unique to altruistic benchmarks.
Since the researchers applying an algorithm to an altruistic
cause might have less expertise and knowledge about ML,
techniques, the improvements might be sizable.

Overall, we estimate that the bottleneck for altruistic bench-
marks is less of a theoretical and more of practical nature.
Whether an altruistic dataset qualifies as a benchmark mostly
depends on whether it fulfills the criteria listed in Section
2.1.

5. What could be changed?

To improve altruistic benchmarks there are multiple things
that institutions and researchers could do.

First and foremost, somebody needs to collect the data.
Many NGOs, hospitals, governments, and other institutions
promoting the public good already own large datasets that
are often unconnected with the ML community. Then this
data needs to be formatted in a way that is common within
the ML community as this increases uptake. This can in-
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clude anything from providing a clean .csv file to access in
an established software package.

Individual researchers can also use or promote well-
prepared or high-impact altruistic datasets whenever they
come across them by including them in their papers or shar-
ing them with other researchers within the ML community.

The fact that an improvement on an altruistic dataset has
such an easily understandable and convincing effect can
also be used as an additional argument for ML researchers.
If a researcher shows that their algorithm enhances the state
of the art of skin cancer detection and thereby directly im-
proves people’s lives, this is a good argument for the paper.

All in all, we estimate that there is an altruistic gap when it
comes to benchmarks. In some cases, it will be impossible to
capture some of the more abstract desiderata of benchmarks
but in most cases, it should be possible to use an altruistic
benchmark without large academic losses while passively
improving society.

6. Conclusion

In this essay, we evaluated whether datasets that provide
a direct positive impact for society, i.e. altruistic datasets,
should become the norm to benchmark ML algorithms. We
conclude that there are some cases in which these datasets
are not applicable because they might be insufficiently gen-
eral. However, there is a large group of cases in which
altruistic benchmarks could be used without any losses and
thereby passively improve society.
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